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Quality and Usability Lab, TU-Berlin Berlin, Germany

Email: {rafael.zequeira, laura.fernandezgallardo, sebastian.moeller}@tu-berlin.de

Abstract—Crowdsourcing has established itself as a powerful
tool being currently adopted in multiple domains as a means to
collect human input for data acquisition and labelling. Exper-
iments conventionally executed in a laboratory setup can now
be addressed to a wider audience while controlling its diversity.
However, it remains the question of whether the crowdsourcing
outcomes are valid and reliable, that is, comparable to those
obtained in a constrained and quiet environment. This paper
presents a study performed both in a laboratory and on a mobile-
crowdsourcing platform, adopting a paired-comparison setup to
obtain ratings of voice likability. We show considerations taken to
adequately adapt the laboratory-based test to the remote-labour
approach. Once all pair-comparison answers were collected,
preference choice matrices were built and the Bradley-Terry-
Luce probabilistic choice model was applied to estimate a ratio
scale of preferences, reflecting the voice likability scores. Our
results show a strong correlation between the scores obtained
by the two approaches considered, which indicates the validity
of crowdsourcing for the acquisition of voice likability ratings.
This is of great benefit when datasets need to be quickly and
reliably labeled for speech applications relying on detection or
on synthesis of speaker and voice characteristics.

I. INTRODUCTION

In the context of Quality of Experience (QoE), research
efforts concentrate on understanding subjective user prefer-
ences in terms of expectations fulfillment, perceived quality
and enjoyment of the multimedia content. Due to the high
subjective dimension of QoE and its user-centric nature, the
interest in using crowdsourcing (CS) as a fast, low cost, and
scalable tool for QoE studies has increased considerably in the
recent years [1].

This work proposes the use of CS for subjective evalua-
tions of speech. Specifically, we focused on user preferences
towards voices, i.e. voice likability, which we consider to play
an important role on QoE judgments in scenarios involving e.g.
virtual or robotic conversational agents, personal assistance,
advertisements in public places or interactive voice response
systems [2]. Appealing or likable voices in such systems
are desired to attract the listeners’ attention and to generate
favorable attitudes towards a voice message. In this paper, we
explore the suitability of CS for collecting reliable subjective
voice likability ratings in contrast to typical data labeling
by a panel of listeners in laboratory (lab) environments [3].
Research on speech features can be based on the collected
labels and contribute to ”make a voice likable” [4] or to detect
likable voices automatically.

II. RELATED WORK

Previous work has shown that CS can provide reliable
measures of QoE for image [5], [6], video [7], [8], [9],
speech [10] and audio [11] applications. In [6] the author
introduces CS for collecting ground truth on image appeal, and
in [5] image quality evaluations are addressed. On the other
hand, work in [7], [8] uses CS to evaluate users’ perceived
quality in video streaming, and [9] presents the results of
an experiment in subjective video quality judgment. Research
in [11] compares the results of conducting perceptual audio
evaluations task in lab and CS environments. And work on [12]
presents different techniques to achieve reliable results in
speech quality assessment tasks.

The use of pair-comparison settings in CS for QoE judg-
ments of multimedia contents has been also of interest in mul-
tiple studies. The work in [13] introduces a pair-comparison
framework for quantifying QoE in multimedia as a more
convenient approach for CS, due to the easiness of the task
in contrast to 5-point scale rating. Also, the videos in [7], [8],
[9] to be evaluated by the users were presented in pairs.

Multiple research has explored the challenges of presenting
to an online-crowd experiments analogous to previously con-
ducted lab studies [13], [8]. The main challenges highlighted
by these previous works were: adequating the experiment
duration, ensuring users’ appropriateness and trustworthiness
for the study, and developing mechanisms to gather meaningful
outcomes. Still, most of this work considers web-based CS
platforms. To the best of our knowledge, it has not yet been
addressed whether the same considerations apply to mobile-
based CS environments. In contrast to web CS, in mobile CS
users use a mobile application to find and perform micro-tasks.

There are challenges specific to user studies over mobile
CS. Users might execute QoE assessment tasks wherever and
whenever they want. Due to this flexibility, users could happen
to perform a CS task in a noisy environment that may affect
the results, e.g. public transportation, crowded rooms, open
places [14]. Internet coverage also needs consideration, as
it is sometimes unstable in mobile networks and the media
content for the study might not be available all the time. Our
research considers only mobile CS since it offers more realistic
consideration of real-life influences and the possibility to reach
the users faster than web-CS. We will disclose guidelines to
overcome the presented challenges in Section III-B.



III. EXPERIMENT SETTINGS: LAB AND CS

We designed two experiments to be conducted in the lab
and via CS in which participants had to indicate whether they
liked one voice over the other in a pair-comparison setup. As
speech material, we considered a short German sentence (mean
duration 4.4 s) uttered by 15 male German speakers [15].
They were 26.3 years old on average (range: 21-31) and
did not present strong deviations from High German dialect,
which according to [4], might influence the perceptions of
voice likability. The sentences were combined in

(
15
2

)
= 105

unique stimuli pairs and employed in our lab and CS studies
as described in the following.

A. Lab Experiment

A total of 13 female listeners participated in the paired-
comparison listening test. They were 27.8 years old on average
(range: 20-34) and were all speakers of standard High German
dialect. This study examined only cross-gender likings and no
male listeners performed a similar test with female voices.

Each participant judged only one of the two orderings (”A”,
”B”) or (”B”, ”A”) of a given stimulus pair. All 105 pairs
were presented randomly. Fig. 1 presents a screenshot of the
graphical user interface presented to the listeners. The question
to the listeners was (translated from German): ”Which voice
do you find more likable, and to which extent?”. For listening
to each stimulus the participants were asked to click on the
buttons ”A” and ”B”. They could listen to the speech sample
as many times as they wished, and they could not listen to ”B”
before having listened to ”A”. The participants could resolve
their preference for ”A” or ”B” by selecting a value on a slider
(close to ”A” or close to ”B”, respectively) only after having
listened to both voices at least once. Leaving the knob on the
exact middle of the slider was not possible. After selecting a
value on the slider and clicking on (translated from German):
”Next pair comparison”, the next stimulus pair was presented.

Since each of the test session took about 30 minutes to
complete, a short pause was included after ending the first half
of the pair-comparisons to avoid the listeners’ fatigue. The
participants were rewarded with 6 e, the overall cost being
78 e. More details on the laboratory conditions, equipment
and the procedure followed for the experiment are given
in [15].

B. Crowdsourcing Experiment

1) Mobile-based CS platform: The CS experiment was
conducted using the Crowdee mobile-CS platform, which
provides the opportunity for app-based CS micro-tasks assess-
ments [16]. The application (app) to be used by the users (or
workers) to perform micro-tasks (or jobs) is freely available
in the Google Play Store with the name ”Crowdee”.

2) Transitioning the listening test to the crowd: For our
study we set a German language filter to select only German
speakers. Our goal was to use Crowdee to obtain the same
number of responses to the 105 pair-comparisons as in the
test conducted in the lab. Since the test was performed by
13 listeners, 1365 (105 x 13) ratings were to be collected

Fig. 1: Slider used in the lab for the paired-comparison test.
The texts of the labels from left to right are ”A is more likable
than B”, ”A and B are equally likable”, ”B is more likable than
A” (written in German).

from the crowd. Evidently, the same speech files as in the lab
experiment were employed.

To transfer the study from the lab to a CS environment it
was necessary to deal with:

• dividing the entire test into CS micro-tasks, each of them
not lasting longer than 5 minutes [1] to avoid fatigue and
boredom,

• user’s trustworthiness: users work on experiments without
supervision, and may thus give erroneous answers care-
lessly or dishonestly. This is one of the major challenges
of QoE assessment using CS,

• controlling the use of two-eared headphones for the
listening test instead of the device speakers,

• controlling the user’s environment quietness.
To overcome these challenges some adaptations of the lab
experimental protocol was needed. First of all, instead of
13 long tasks with 105 speech pairs each, our CS study
consisted of 1365 micro-tasks with one pair-comparison each.
We restricted that each user could perform up to 25 micro-
tasks and they were never confronted with the same pair more
than once.

Inspired by the work in [12], [17] we designed a quali-
fication micro-task for the users to earn access to the pair-
comparison assessment. We asked the users to perform the task
in a quiet room and to wear two-eared headphones. Both the
qualification and the pair-comparison micro-task could only
be started when connecting headphones.

To check the user’s obedience and commitment, we included
a question in the qualification micro-task asking the users
to record the environment for a minimum of seven seconds.
These data were used to filter out those users who were
located in a noisy environment (a loudness threshold was set
empirically). Also, on the next screen we validated the use of
the two-eared headphones by a short math exercise with digits
panning left to right in stereo, they could select the answer
from within 5 options that were randomized each time. After
this, a control question about the speaker gender was added.
The rest of the qualification micro-task included screens to
gather socio-demographic information about the user.

Only after successfully executing the qualification micro-
task, the users were assigned with a time frame of 60 minutes,



in which they could perform the pair-comparison micro-task
at wish up to 25 times. When timeout was reached, the access
to the speech comparisons was revoked so they needed to go
through the qualification task again. Other control questions
were included as well in the pair-comparison micro-task,
detailed in the next subsection.

3) Collecting CS users’ likability ratings: Each pair-
comparison micro-task consisted of six screens: screens 1 and
2 presented text introducing the task. Screen 3 included the
stimulus pair to be listened to and a single choice question
about the speaker’s gender in the stimulus (this answer was
used later as a quality control check). Screen 4 presented the
slider used to indicate to which extent one voice was preferred
over the other. Screen 5 showed the single question (translated
from German): ”If you are reading this question, please choose
the answer ”agree more”.”, to answer this, seven mutually
exclusive options were presented and randomized every time.
This question was added for controlling the user focus on the
study. Finally, Screen 6 displayed a goodbye message.

The time spent to perform one pair-comparison task was
32.4 s on average (range 11–209 s). Users were rewarded with
0.14 e after completion only if their recorded environmental
noise was determined to be low and if they answered correctly
to the control questions.

It was important to keep the CS experiment as close as
possible to the lab study, since small changes in the test setting
might lead to different or unwanted results [18]. Therefore,
we used the same labels for the micro-task screens. One
main difference between the test presentations was that two
buttons permitted listening to the speech corresponding to
each speaker given one pair, while only one play button was
available in Crowdee due to technical limitations, Fig. 2(a).
When the users clicked on that button, they listened to the
concatenated two speakers’ speech. Screenshots in Fig. 2
shows the screen presented to the user for listening to the
speech pair and the screen with the slider for rating.

The Crowdee platform created the 1365 (105 x 13) micro-
tasks to be performed by users. When answers from the
users were received, our check and controls were applied to
possibly reject untrustworthy answers. Each time an answer
was rejected, the corresponding pair-comparison became auto-
matically available (unsolved) for other users to provide a new
answer. There were 317 micro-task answers rejected. There-
fore, 1682 micro-tasks were created in total for this study.
Those 1682 micro-tasks were performed by 92 unique users,
69 of them providing only accepted answers, 15 providing only
rejected answers, and 8 providing both accepted and rejected
answers.

IV. RESULTS AND DISCUSSION

Ratio-scale likability scores, accounting for the listeners’
preferences, are computed for the lab and for the CS tests
independently. From the answers to the pair-comparison tasks,
a preference choice matrix was built and the Bradley-Terry-
Luce (BTL) probabilistic choice model [19], [20] was applied

(a) Speech Pair (b) Slider for rating

Fig. 2: Screenshots of the pair-comparison micro-task. (a) Play
button to listen to the concatenated speech. (b) slider on which
to indicate the preference for the first or for the second voice.

to derive the ratio scale measures of voice likability, using the
R package ‘eba’.

The BTL model implies a very strong form of stochastic
transitivity. Given a triple of voices x, y, z for which the
preference is determined as x > y and y > z, a transitivity
is violated if x < z. Transitivity violations reflect individually
inconsistent choice behavior or disagreement between raters.
The BTL model can only be fit if no systematic violations of
the stochastic transitivity occur.

Weak (WST), moderate (MST), and strong (SST) stochastic
transitivity violations were computed as follows. Let Pxy

denote the empirical probability that voice x is chosen over
voice y. The stochastic transitivity variants imply that if
Pxy > 0.5 and Pyz > 0.5, then

Pxz >

 0.5 (WST),
min{Pxy, Pyz} (MST),
max{Pxy, Pyz} (SST),

(1)

for all unique triads x, y, z in the test.
Table I presents the number of violations encountered for

the lab and the CS test. A greater number of violations can
be observed for the CS study compared to the lab experiment.
Even greater is the number of violations found when all CS
answers are included in our analysis.

While WST violations may hinder the BTL representation,
violations of the other stochastic transitivity variants are less
severe [21]. The violations can originate from disagreement
among raters or from inconsistencies in the answers from one
particular rater. It was determined in [15] that all participants
of the laboratory listening test were consistent, according to
a computed Kendall’s ζ coefficient [22]. This coefficient can
only be calculated if all stimuli are presented to the listeners,
which is not the case in CS. The violations for the lab test
are therefore mainly due to disagreement among listeners.
This disagreement could be expected given the subjectivity
of indicating voice likability.



TABLE I: weak, moderate and strong stochastic transitivity
violations for the lab and for the CS experiments. Number of
tests =

(
15
3

)
= 455

Laboratory
Crowdsourcing Crowdsourcing

(only trustworthy answers) (all answers)
WST 10 28 22
MST 28 64 100
SST 134 219 245

The R package ’eba’ was employed for the analyses of
the choice frequencies and computation of the BTL prob-
abilistic choice model for the lab and the CS experiments.
The likelihood ratio tests of the BTL models’ fits were not
significant (p > 0.05) in any case, which indicated that the
transitivity violations encountered were random for the two
experiments, i.e. not systematic [21]. Hence, the restrictive
BTL models could be successfully fit for the lab and for
the CS results. Therefore, a meaningful ordering of listeners’
preferences could then be derived in the form of utility scale
(υ-scale) values by probabilistic choice modeling, shown in
Fig. 3.

The same tendency can be observed among the listeners’
preferences for the CS and for the lab experiment. The
Pearson’s product-moment correlation between the two score
series resulted to be strong and significant, with r = 0.95
(p < 0.001) and standard error (SE) = 0.09. The Spearman
correlation, which accounts for the strength and direction of
the monotonic relationship between the two score series, yields
ρ = 0.89 (p < 0.001) and SE = 0.13.

When considering all answers and not only those given
by trustworthy users, the correlations between lab and CS
likability scores were slightly worse, but still strong and
significant: Pearson’s r = 0.92 (p < 0.001), SE = 0.11, and
Spearman’s ρ = 0.87 (p < 0.001), SE = 0.14. This manifests
that our proposed check and control questions have only
been marginally useful. The minor decrease in the correlation
might be due to the low number of untrustworthy users that
participated in the CS study (15 out of 92 unique users).
Still, regardless the dimension of the CS study, we strongly
recommend the use of quality control mechanisms to control
the trustworthiness of users, as also pointed out in [1].

Distance matrices were built from the values indicated
by the slider answering the question “Which voice do you
find more likable, and to which extent?” for lab and for
CS, respectively. The non-parametric Mantel test [23] was
applied to assess the correlation between the distance matrices
created with the lab and the CS results (only trustworthy
answers). For this, the R package ‘ade4’ was used. The
distance matrices were first transformed into matrices with the
positive eigenvalues of the Euclidean representation.

Whereas strong correlations have been found between lab
and CS likability scores (derived from the preference of one
voice over another), the distance matrices did not correlate
(r = 0.008, p = 0.46). This suggests that lab and CS results
can be similar for a task considered simple such as pair-
comparisons [9], [8]. However, the lab results in terms of

Fig. 3: Normalized υ-scale values assigned to each speaker.
Error bars show 95% confidence intervals and the indifference
line is plotted as y = 1/Nspeakers.

indicating the extent of liking one voice over the other on
a slider could not be replicated in CS with our approach.

As pointed out before, the cost of the experiment in the
lab was 78 e, which is less than the amount expended
in the Crowdee platform: 195.92 e. This resulted from
0.14 e payed to users who provided accepted answers (1365),
plus 0,02 e for the completion of the qualification micro-task
(241 times). When calculating the lab expenses we did not
consider the costs of the previous preparation to the experi-
ment, neither the expenses of paying the person administering
the study in the lab. If these considerations are taken, we can
assume that the costs of the lab experiment would have been
higher than those of the CS experiment.

V. CONCLUSION & FUTURE WORK

In this paper, we have compared laboratory and
crowdsourcing-based pair-comparison experiments for collect-
ing scores of voice likability. We have found that users in
crowdsourcing can be quite consistent with the lab partici-
pants, despite the lack of control compared to the laboratory
experiment, particularly regarding test environment, equipment
and user behavior.

We have proposed mechanisms to adapt pair-comparison
tests using speech material, traditionally performed in con-
trolled laboratory settings, to crowdsourcing without compro-
mising the derived likability scores. Our approach allowed
us to obtain a strong and statistically significant Pearson’s
correlation with r = 0.95 and standard error = 0.09 to the
voice preference results gathered in the laboratory. However,
the extent of preferring one voice over the other in each pair-
comparison was not indicated via crowdsourcing compared as
done by the participants of the laboratory experiment. This
outcome indicates the suitability of crowdsourcing to perform
paired-comparison tasks, and motivates further research into
the promising capabilities of crowdsourcing for other kinds of
auditory tests.
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